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Introduction

SUN is approaching its last 6 months of operation.

During the last six months, the innovative technologies deve-
loped by our technical partners have been tested and valida-
ted in 3 Pilots:

1. eXtended Reality for Rehabilitation.
2. eXtended Reality for Safety and Social Interaction at Work.
3. eXtended Reality for People with Serious Mobility and 
Verbal Communication Diseases.

Moreover, since the beginning of the project, most of the part-
ners have made a great effort, which has resulted in 43 scien-
tific publications.

This Newsletter offers an overview of the validation activities 
performed and open a window on the future exploitation.

You can be updated on the next exciting activity by visiting our 
website www.sun-xr-project.eu and following us on social me-
dia X, LinkedIn, Facebook and Instagram.

http://www.sun-xr-project.eu/
https://x.com/sun_xr_he?lang=en
https://www.linkedin.com/company/87456916/admin/?lipi=urn%3Ali%3Apage%3Ad_flagship3_feed%3B5%2BdakmXETsOdQi%2FAkZ9%2FzA%3D%3D
https://www.facebook.com/SUN.xr.HE
https://www.instagram.com/sunxr.he/?hl=en
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SUN Project Exploitation: Paving the Way 
for the Future of XR

The Social and hUman ceNte-
red XR (SUN) project is rapidly 
progressing toward realizing 
its ambitious vision—integra-
ting physical and virtual worlds 
to enhance social and human 
interaction through Extended 
Reality (XR) solutions. As we 
approach the final stages of 
the project, our focus inten-
sifies on ensuring the sustai-
nable and impactful exploi-
tation of our Key Exploitable 
Results (KERs).

The SUN exploitation stra-
tegy involves identifying and 
leveraging individual KERs, 
created and owned by spe-
cific partners, and joint KERs, 
developed collaboratively 
across the consortium. An 
initial set of 13 individual and 
several joint KERs linked to 
Key Innovation Results (KIRs) 
have already been establi-
shed, reflecting the richness 
of innovation within the SUN 
initiative.

To facilitate the successful 

market entry and impact of 
these innovations, IN2 Digital 
Innovations, who is the Exploi-
tation Manager of the project, 
has conducted dedicated 
1-to-1 business clinic work-
shops with each KER owner. 
These clinics enabled a deeper 
understanding of each KER, 
explored potential business 
models, identified key sta-
keholders, and developed uni-
que value propositions using 
the Value Proposition Canvas 
method. Subsequently, par-
ticipants worked together to 
create preliminary Business 
Model Canvases. The work-
shops received overwhelmin-
gly positive feedback, highli-
ghting this approach as a best 
practice for future exploita-
tion planning.

In parallel, an Exploitation 
Taskforce was set up to stra-
tegize and oversee the de-
velopment of joint KERs, with 
particular emphasis on the 
SUN Integrated Platform. 
This flagship result represen-
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ts a secure, integrated so-
lution combining advanced 
3D acquisition, lifelike virtual 
experiences, and robust cy-
ber-threat detection mecha-
nisms using blockchain tech-
nologies. The platform targets 
critical markets beyond enter-
tainment, including healthca-
re, industrial training, assisti-
ve technologies, and secure 
digital asset management.
Our exploitation pathways are 
diverse and tailored to maxi-
mize the impact across multi-
ple domains:

1. Research & Scientific 
Exploitation: Led by resear-
ch institutions, this includes 
academic publications, policy 
contributions, and the pursuit 
of further research funding.

2. Pilot Exploitation: Specific 
pilots aim to deliver targeted 
impacts—such as further re-
search in rehabilitation (Pilot 
1), improved training and ser-

vices in industry 5.0 (Pilot 2), 
and innovative applications 
for the insurance sector (Pilot 
3).

3. Spin-off Exploitation: A 
new start-up company is an-
ticipated from EPFL, fostering 
innovation-driven entrepre-
neurship.

4. Integrated SUN Platform 
Joint Exploitation: Coordina-
ted by IN2, this exploitation 
uses an open-core approa-
ch blending open-source ele-
ments with proprietary solu-
tions, fostering collaboration 
across the XR ecosystem.

5. Joint KER Exploitation: For 
instance, collaboration betwe-
en Thinkgenious and CERTH 
on advanced Pose Estimation 
techniques will drive further 
research and innovation.

6. Individual KER Exploita-
tion: Thirteen KER owners are 
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each preparing unique market 
entries based on tailored va-
lue propositions and business 
models refined during the bu-
siness clinics.

Over the coming months, as 
SUN reaches its culmination, 
exploitation plans will be fur-
ther consolidated. Our goal 
is clear: to ensure SUN’s cut-
ting-edge XR innovations de-
liver meaningful, lasting bene-
fits across European markets 
and communities.
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Sun XR integrated platform:
first validation for rehabilitation scenario
The first validation phase of 
SUN XR integrated platform 
for rehabilitation scenario (Pi-
lot 1) took place in two dedi-
cated rooms at Versilia Hospi-
tal in Lido di Camaiore – Lucca 
– Italy involving ten partner of 
SUN Project consortium.

The rehabilitation scenario 
outlined in Pilot 1 was devel-
oped with the aim of provid-
ing innovative solutions for the 
rehabilitation of orthopaedic, 
neurological, or oncological 
conditions, making rehabilita-
tion sessions appealing, en-
gaging, and stimulating from 
a social, playful, and cogni-
tive perspective, maintaining 
direct patient-therapist com-
munication.

Particularly innovative is the 
gait rehabilitation scenario, 
where the patient sees an ava-
tar of themselves from behind 
- something that is not possi-
ble in real life -, which provides 
immediate visual feedback for 
each gait cycle phase.

In fact, motion sensors, elec-
tromyographic sensors, and 
haptic actuators provide feed-
back both to clinicians and to 
the patients on the correct-
ness of the exercise execu-
tion.

The goal of this initial valida-
tion phase was to determining 
whether the integrated plat-
form can operate in real reha-
bilitation setting and in par-
ticular, whether it is usable by 
clinical staff and patients in 
terms of ease of use, accep-
tance, overall satisfaction, and 
if the environment was ade-
quate for the final validation 
phase. Objective of this first 
validation phase was to iden-
tify eventual issues that must 
be addressed in order to fine 
tune and adjust to the Pilot’s 
needs for the second valida-
tion phase.

A total of eleven healthy vol-
unteers (consisting of a mix 
between the hospital depart-
ment staff and other mem-
bers of the SUN consortium) 
participated as end-users in 
the upper limb and lower limb 
scenarios. Also a cyber-attack 
has been simulated by testing 
22 volunteers.

For the upper limb the time 
needed for users’ preparation 
(wearing the visor, the sen-
sors, the haptic interface, etc) 
was approximately 15 min for 
the upper limb whilst for the 
lower limb about 30 min were 
needed. 

The exercise consisted of 
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training the pick-and-place 
functionality. The subject had 
to reach targets in different ar-
eas and heights of the work-
space. A game scenario was 
developed in an AR environ-
ment that aimed to train the 
upper limb motor function. 
The user was able to view the 
environment and perform the 
exercise through the AR HMD 
device HoloLens 2. 

While the person is sitting, 3D 
objects are presented in front 
of them at the height of the 
desk. The subject must choose 
each of the objects and place 
them on specific targets on the 
vertical plane.  The users wear 
a haptic interface on the tip of 
the finger, which enables the 
rendering of touch and pres-

sure sensations by means of 
an actuated band in contact 
with the fingertip.

Furthermore, the users wear 
two other sensors, which are 
able to detect and monitor the 
emotional state and the effort 
made by the users while per-
forming the exercises, pro-
viding very useful information 
about how much the users are 
engaged in the exercises.

Nine volunteers have been 
recruited (between hospital 
staff and other members of 
the sun pilot consortium) for 
the upper limb rehabilitation 
scenario. 

The lower limb rehabilitation 
scenario consisted of three 
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different exercises: sitting leg 
flexion and extension, squats, 
and gait training. In this sce-
nario, the AR environment is 
focused on the avatar, a pa-
tient avatar that replicates the 
patient’s movements and pro-
vides guidance. At the begin-
ning of the session, one of the 
three exercises can be chosen 
through the application menu. 
For the squat exercise, the av-
atar is positioned in a mirror 
image in front of the subject. 
Similarly, for the seated exer-
cise, the avatar is positioned 

in front of the subject in a mir-
ror image of the sitting posi-
tion. For the gait training, the 
avatar is positioned in front of 
the subject, but is seen from 
behind, with a posterior per-
spective.

During the exercise, the pa-
tient’s movements are repli-
cated by the avatar and the 
system provides visual feed-
back on whether the patient 
has performed the exercise 
correctly.
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FIRST VALIDATION FOR INDUSTRY 
SCENARIO

In the pilot 2, 2 cases explore 
the integration of mixed reality 
(MR) technologies, real-time 
data analytics, and cyberse-
curity within a shopfloor en-
vironment to enhance safety, 
operational efficiency, and hu-
man-machine interaction.

Case 1: Smart Training through 
Mixed Reality and AI-enhan-
ced Avatars

In Case 1, FACTOR explored im-
mersive training via an advan-
ced MR application hosted wi-
thin the SUN-SET framework. 
The central focus was the use 
of an intelligent Avatar compo-
nent, integrated into the SUN-
SET Server, to guide operators 
through hands-on safety and 
operational training.

The Avatar component serves 
as a virtual instructor, delive-
ring prompts, feedback, and 
visual cues—potentially inclu-
ding virtual Personal Protective 
Equipment (PPE)—as the user 
progresses. These interactions 
are further enhanced by a Hand 
Gesture Recognizer, allowing 
intuitive responses such as 
thumbs-up (accept) and thum-
bs-down (decline).

All server-side logic, including 
the Avatar, gesture recognition, 

and cybersecurity monitoring 
(via Cyber Threat Server), is 
contained within the SUN-SET 
Server. This server streams the 
application to MR devices, such 
as the HoloLens 2 or Meta 
Quest 3, through Hololight’s 
streaming service.

On the client side, the SUN-
SET Client and Cyber Threat 
Client ensure seamless delivery 
and local protection from cyber 
threats. Notably, these compo-
nents are isolated from exter-
nal communication, ensuring a 
secure and stable training envi-
ronment.

External support is provided by 
components such as:

• Image Recognizer: De-
tects PPE usage using image 
analysis from server-strea-
med video.
• OmniBridge: Acts as a 
communication hub, ensu-
ring smooth, secure message 
transmission.
• Tokenized Platform: Sto-
res training materials and ma-
nages access rights.

Outcome:

The Case 1 pilot successful-
ly demonstrated an immersive 
and interactive training solu-
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tion that aligns with the indu-
stry’s increasing demands for 
hands-free, adaptive learning 
environments. The combina-
tion of gesture control, real-ti-
me avatar interaction, and cy-
bersecurity monitoring paves 
the way for safer, smarter, and 
more efficient onboarding and 
upskilling in the manufacturing 
sector.

Case 2: Real-Time Shopfloor 
Monitoring and Task Prioriti-
sation

Case 2 focuses on real-ti-
me monitoring of raw mate-
rials and waste containers wi-
thin FACTOR’s machining area 
using two strategically placed 
cameras (Reolink E1 Outdoor 
PoE). Installed at 1.9 m and 5 m 
heights, these cameras monitor 
two CNC machines, collecting 
continuous visual data on con-
tainer status.

This visual data feeds into the 
PRIORI-XR algorithm, a ru-
le-based task prioritisation en-
gine designed to streamline 
shopfloor operations. The al-
gorithm dynamically schedules 
tasks by:

• Identifying empty material 
containers and generating re-
plenishment jobs.
• Assigning cutting tasks 
based on saw machine capa-
city.
• Detecting full waste bins 
and creating emptying tasks.
• Triggering maintenance 
tasks during shift changes.

Tasks are categorized by sta-
tus (Pending, In Progress, Com-
pleted, Rejected) and priority 
(High, Medium, Low). Workers 
equipped with HoloLens 2 re-
ceive task notifications in Spa-
nish, interact with the system 
using a visual UI, and provide 
real-time status updates.
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Validation & Next Steps:

Initial validation confirmed that 
PRIORI-XR responded accura-
tely to simulated task inputs ba-
sed on real-time video analysis. 
However, the team identified 
the need for:

• Extended testing periods 
to allow more dynamic inte-
ractions.
• Simulated container even-
ts to increase task variety and 
frequency.
• Real-time (not simulated) 

camera data in future phases.
• Broader factory coverage 
through factory modeling, re-
ducing reliance on additional 
physical cameras.

Ultimately, FACTOR aims to in-
tegrate production metrics 
and system-wide data to offer 
a comprehensive, real-time 
view of shopfloor operations, 
empowering human operators 
with actionable insights while 
minimizing manual intervention.
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SUN-XR Pilot 3: Successful Technical Vali-
dation with Healthy Volunteers
In Europe, incomplete tetra-
plegia (partial paralysis af-
fecting all four limbs) is more 
common than complete tet-
raplegia. This often involves 
injuries to the cervical spi-
nal cord (C1–C8), resulting in 
motor disability of the upper 
limbs. The exact prevalence 
varies by country, but incom-
plete lesions constitute a sig-
nificant proportion of spinal 
cord injuries (SCI). In Western 
Europe, the incidence of SCI 
is about 16 per million trans-
lating around 8’000 new cas-
es annually.

Incomplete tetraplegia of-
ten results in upper limb mo-
tor impairments, which can 
range from mild weakness to 
significant loss of hand and 
arm function. This impairment 
greatly affects daily living ac-
tivities and independence. It 
is therefore vital to develop 
new tools or new therapeutic 
approaches to enable these 
patients to engage in daily ac-
tivities and interact with their 
family and friends.

Pilot 3 aims to address sig-
nificant functional limitations, 
such as those experienced by 
individuals with incomplete 
tetraplegia, by developing ro-
bust XR-based tools to im-
prove motor control and so-

cial interaction.

In this Pilot, we evaluate the 
ability of the SUN platform 
to improve motor control and 
social interactions. Given the 
importance of feedback for 
the use of human-machine 
interfaces, we will assess the 
efficiency of multiple feed-
back strategies to increase 
engagement, efficiency of in-
teractions within the platform 
and motor function in gener-
al. In particular, we will deliver 
haptic, thermal and reinforce-
ment feedback to users of the 
platform and determine the 
optimal combination of feed-
back for pleasant and efficient 
use of the SUN platform.  

From April 14-16, 2025, part-
ners convened at Campus 
Biotech in Geneva to test the 
integrated innovative system 
for digital rehabilitation and 
virtual interaction (designed 
for individuals with severe mo-
tor disabilities) with healthy 
volunteers from the SUN con-
sortium.

The initial phase was focused 
on integrating a Virtual Reali-
ty (VR) system enabling users 
with upper limb impairments 
to interact using Electromy-
ography (EMG)-based control 
within a VR application with 
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wearable haptic feedback, 
integrated thermal feedback, 
and an emotion recognition 
module.

Key Outcomes & Learnings:

• Successful System In-
tegration: Core components 
(EMG control, VR, haptic, 
and thermal feedback) were 
successfully integrated and 
demonstrated stable opera-
tion.

• Refined EMG Control: 
A move to a direct move-
ment classification for EMG 
significantly improved de-
coding accuracy and simpli-
fied calibration, enhancing 
adaptability.

• Operational Sensory 
Feedback: Both haptic and 
thermal feedback systems 
functioned effectively, con-
firming their technical via-
bility.

• Identified Enhance-
ments:

o The need for wireless 
EMG and thermal systems 
was identified to prevent 
signal interference ob-
served with wired compo-
nents.

o Streamlined network 
configurations were not-
ed as important for future 
deployments.

• Cybersecurity Validat-
ed: In parallel, UoG success-
fully tested an Intrusion De-
tection System (IDS) with-
in the Pilot 3 VR context, 
demonstrating its effective-
ness in detecting simulated 
attacks and the clarity of its 
user warnings. This is crucial 
for ensuring system trust-
worthiness.

The positive outcomes from 
this healthy subject validation 
in Geneva are vital for refining 
the system’s robustness and 
usability. The refined EMG 
control, plans for wireless 
sensory modules, and cyber-
security insights will directly 
inform the next stage.

Next Steps: Clinical Testing

The SUN-XR Pilot 3 team is 
now preparing for clinical 
testing with patients, whic 
will be crucial for evaluat-
ing the system’s clinical effi-
cacy and real-world impact, 
where we will then test the 
possibility of using such mul-
timodal feedback strategy for 
patients with motor disabili-
ty and favour engagement in 
the platform, immersivity, im-
provement in motor function, 
and thereby interaction with 
others. The next Pilot 3 val-
idation will take place at the 
Clinique Romande de Réad-
aptation (CRR-SUVA) in Sion, 
Switzerland, in October 2025.
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and will end on the 30th of november 2025
The project started on the 1st of december 2022
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