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          Dear reader,
we are pleased to welcome you 
to the first Newsletter of the 
SUN XR project.

This is the first issue of a 
biannual Newsletter that will 
allow you to stay in touch
with the progress 
of the project.

“

”
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WELCOME ADDRESS

Social and hUman ceNtered 
XR – SUN, is an internatio-
nal Research and Innovation 
Action (RIA) project fun-
ded by the European Com-
mission under the Horizon  
programme addressing the 
“HUMAN-CENTRED AND 
ETHICAL DEVELOPMENT OF 
DIGITAL AND INDUSTRIAL 
TECHNOLOGIES 2022 (HO-
R I ZON-CL4 -2022 -HU-
MAN-01) topic.

The project started on the 1st 
of December 2022 and will 
end on the 30th of Novem-
ber 2025. SUN project aims 
at investigating and deve-
loping extended reality (XR) 
solutions that integrate the 
physical and the virtual wor-
ld in a convincing way, from a 

human and social perspecti-
ve. The virtual world will be a 
means to augment the phy-
sical world with new oppor-
tunities for social and human 
interaction. 

If you like to learn more about 
the project and subscribe to 
the Newsletter, please cli-
ck at https://www.sun-xr-
project.eu and follow us on 
social media.

https://www.sun-xr-project.eu/
https://www.sun-xr-project.eu/
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INTERVIEW TO GIUSEPPE 
AMATO (CNR-ISTI), THE SUN XR 
COORDINATOR

What is the project about?

SUN XR stands for Social and 
hUman ceNtered eXtended 
Reality. SUN XR aims at inve-
stigating solutions to make 
extended reality real.

Extended Reality builds upon 
augmented and mixed reali-
ty, which in turn build on top 
of Virtual Reality. With virtual 
reality, users have access to 
virtual worlds using visors, 
smart devices, or computer 
screens. Users can only in-
teract with the virtual wor-
ld and are isolated from the 
physical world.

With augmented and mixed 
reality, the virtual world is 
overlayed on top of the phy-
sical world. Virtual objects 
are fused and synchronized 
with the physical world. In 
mixed reality, users can inte-
ract both with physical and 
virtual objects.

With extended reality, in-
teraction between the two 
worlds becomes more reali-
stic. With the use of haptic 
solutions, users can feel vir-
tual objects. They can feel 
their weight. They can feel 

their temperature. They can 
feel their consistency. They 
can recognize their mate-
rial. Virtual objects are digital 
twins of physical objects, not 
just visual representations of 
physical objects. Sensors are 
used to exchange informa-
tion between the two worlds, 
for instance, to acquire and 
transfer physiologic parame-
ters from physical users to 
their digital avatars. SUN XR 
identified a number of limi-
tations in today’s technology 
that prevent this from beco-
ming real and aim at addres-
sing and solving them.

How do you think XR can 
help social and human inte-
raction?

Advancements in technolo-
gies have always had a social 
and human impact. Consider 
for instance smartphones, 
that allow us to continuously 
and pervasively interact and 
get in touch with our relati-
ves, friends, and colleagues. 
We are always connected 
and never alone.

Once XR devices will be mi-
niaturized enough and made 
pervasive, extended reality 
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will provide us opportunities 
for a step forward in social 
and human interaction. Ima-
gine watching a movie having 
the realistic illusion of being 
seated next to your friend, or 
having lunch with your pa-
rents, while being physically 
in different sites.

Where will the results of the 
project be applied?

We will validate the solutions 
developed in SUN XR in three 
different pilot applications re-
lated to three social and hu-
man related scenarios: reha-
bilitation, industry, and aid to 
people with disabilities.

We will test SUN XR techno-
logy in a rehabilitation sce-
nario, where XR will be used 
to provide guidance and fe-
edbacks to patients concer-
ning the exercise they are 
executing. The physiatrist 
and the patient will have the 
illusion of being in the same 
room, even if one is at home 
and the other is in his office.
Within the industry scenario, 
we will validate the develo-
ped solutions by exploring XR 
usage in providing new op-
portunities for training wor-
kers and engineers. We will 
also explore the possibility 
of increasing safety in work 
environments by increasing 
the opportunities for social 
interaction among workers, 

even in difficult and noisy 
work conditions. Finally, we 
will also explore how XR can 
contribute to improve quality 
of life for people with motor 
and verbal disabilities. XR will 
leverage people’s residual 
capabilities to allow them to 
execute actions (both physi-
cally and virtually), that they 
cannot perform elsewhere.

What are the main challen-
ges of the project?

We identified four main chal-
lenges to be addressed: sca-
lability in creating and reusing 
XR worlds for new applica-
tions; issues in realistically 
and convincingly integrating 
physical and virtual worlds; 
lack of convincing interfa-
ces to simultaneously inte-
ract with physical and virtual 
worlds; resource and com-
putational constraint of cur-
rent devices for VR/AR/MR/
XR. 

To address these limitations 
SUN XR will investigate new 
3D acquisition techniques 
which will go beyond capa-
bilities of current laser scan-
ning or photogrammetry so-
lutions. We will leverage on 
Al to optimize and automa-
tize 3D acquisition and we 
will use solutions for massive 
avatar creation. The physical 
world will be incrementally 
acquired while users use an 
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XR application.

We will define artificial intel-
ligence-based techniques to 
dynamically and incremental-
ly create links between phy-
sical objects and their digital 
twins, leveraging solutions 
based on lifelong and incre-
mental learning. We will also 
define techniques for object 
acquisition that capture both 
visible and non-visible pro-
perties, such as mass distri-
bution and materials of the 
objects.

We will explore the design of 
haptic devices that provide 
users with a realistic feeling 
when interacting with virtual 
objects. We will explore mi-
niaturized mechanical and 
thermal actuators, EMG de-
coding solutions, and skin 
stretching actuators. We will 
also explore and define tech-
niques based on multimodal 
interaction integrating gaze, 
gesture, and speech inte-
raction. Interaction between 
humans and the integrated 
physical and virtual world 
shall be as much natural as 
possible.

We will explore advanced 
streaming solutions that al-
low high quality, in terms of 
resolution, photo realism, 
and speed, even in presen-
ce of low resource and com-
putational power, by optimi-

zing client- server interaction 
and balancing computation 
between the two. We will 
also leverage on Al to cor-
rect possible errors in data 
acquired and transferred to 
the end-user devices.

What is your end goal?

SUN XR aims at filling the te-
chnology gap to make ex-
tended reality real and easily 
usable, giving high impor-
tance to social and human 
related applications. We will 
give high relevance, not only 
to scientific and technologi-
cal aspects, but also to ethi-
cal, legal, and social aspects, 
which will be thoroughly 
explored.
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FIRST SIX MONTHS AND PROJECT 
MILESTONES

During the first 6 months a 
lot of work has been done. 
In particular, the deliverable 
D1.3 on “Data Management 
and IPR issues” have been 
defined aiming to:

•	Manage all the data col-
lected, generated, or ac-
quired during the lifecycle 
of the project.

•	Define the rules concer-
ning intellectual property 
ownership, access rights 
to background and resul-
ts for the execution of the 
project and the protection 
of intellectual property ri-
ghts (IPRs).

Moreover, the deliverable 
D7.2i “Communication and 
Dissemination Plan”, dealing 
with the communication and 
dissemination strategy, has 
been released.

Since the start of the project, 
SUN has been presented in 
international events such as:

•	 https://roboticafestival.it/
•	 https://2023.ieee-ner.org
•	 Sport4Cancer Scientific 
Conference

•	 2023 IEEE-EMBS
•	 NEM SUMMIT 2023
•	 Horizon Europe Malta In-
formation Day. 

Project 
Milestones

Milestone Description Month

MS1 Project inception May 2023

MS2 Requirements and preliminary 
scenarios

Mar 2024

MS3 Specifications of SUN component, 
Architecture and pilot planning

May 2024

MS4 Preliminary Impact and dissemination 
assessment

May 2024

MS5 SUN Component and integrated 
platform first release

Jan 2025

MS6 Preliminary experimentation phase May 2025

MS7 SUN Component and integrated 
platform final release

Jul 2025

MS8 Final experimentation phase Nov 2025

MS9 Project completion Nov 2025

https://roboticafestival.it/
https://2023.ieee-ner.org/
https://www.sport4cancerworkshop.com/
https://www.sport4cancerworkshop.com/
https://www.embs.org/event/11th-international-ieee-embs-conference-on-neural-engineering-ner/
https://nem-initiative.org/
http://mcst.gov.mt/event/horizon-europe-info-session-held-30th-november-villa-bighi-kalkara/
http://mcst.gov.mt/event/horizon-europe-info-session-held-30th-november-villa-bighi-kalkara/
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SUN XR APPROACH TO THE EN-
HANCEMENT OF XR INTERACTIONS.

SUN aims to enhance, among 
other, XR interactions by in-
corporating wearable haptic 
interfaces and multisensory 
feedback.

Haptic feedback deals with 
the rendering of the sense of 
touch: in virtual reality, it al-
lows to feel contacts with vir-
tual objects, and interaction 
forces with the environment. 
Adding sense of touch not 
only increases engagement 
of the user and “realism”, but 
more importantly can provide 
relevant sensory information 
our brain constantly uses for 
manipulating objects in real 
life.  On the other side, simu-
lating touch is complex: the-
re exist a variety of different 
contact cues (skin indenta-
tion, vertical force and lateral 
stretch, vibration and textu-
res, surface orientation) we 
all perceive at the same time 
when touching an object, but 
requiring substantially dif-
ferent rendering devices for 
each of them. In addition, in-
tensity of certain haptic sti-
muli (i.e. force at fingertips) 
can range from subtle con-
tacts to noticeably high for-
ces, hence requiring cum-
bersome actuators. Thinking 
about highly wearable VR 
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gear, alternative solutions to 
the bare replication of real 
haptic cues have to be found. 
In project SUN, Scuola Su-
periore Sant’Anna is develo-
ping compact and hi-fidelity 
actuators, capable of ren-
dering well just the most in-
formative haptic signal our 
brain uses for manipulation. 
In example, certain tran-
sients related to high-dy-
namic signals are useful to 
detect contact threshold 
with objects, slip and loss of 
contact, which are the most 
relevant events in a mani-
pulation task. Our mechano-
receptors in finger-pads are 
extremely sensitive to these 
signals, hence requiring less 
power for miniaturized hap-
tic actuators. 

Following the concept of in-
formative haptic feedback 
rather than simulation, it is 
possible to use haptics for hi-
gh-level communication with 
the user. Distributed wea-
rable haptic systems in pla-
ce of gloves, worn at forearm 
or shoulder, can use sense 
of touch to provide informa-
tion without blocking user’s 
hands, hence useful in aug-
mented reality applications.  
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